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With programs such as the U.S. High Performance Computing and Communications Pro-

gram (HPCCP), the attention of scientists and engineers worldwide has been focused on

the potential of very high performance scientific computing, namely systems that are

hundreds or thousands of times more powerful than those typically available in desktop

systems at any given point in time. Extending the frontiers of computing in this manner

has resulted in remarkable advances, both in computing technology itself and also in the

various scientific and engineering disciplines that utilize these systems.

Within the month or two, a sustained rate of 1 Tflop/s (also written 1 teraflops, or 1012

floating-point operations per second) is likely to be achieved by the "ASCI Red" system

at Sandia National Laboratory in New Mexico. With this objective in sight, it is reason-

able to ask what lies ahead for high-end computing.

The next major milestone is a sustained rate of 1 Pflop/s (also written 1 petaflops, or 10 j5

floating-point operations per second). It should be emphasized that we could just as well

use the term "peta-ops", since it appears that large scientific systems will be required to

perform intensive integer and logical computation in addition to floating-point operations,

and completely non-floating-point applications are likely to be important as well. In ad-

dition to prodigiously high computational performance, such systems must of necessity

feature very large main memories (somewhere between 10 Tbyte and 1 Pbyte, depending

on application), as well as commensurate I/O bandwidth and huge mass storage facilities.

The consensus of scientists who have performed initial studies on in this field is that

"affordable" petaflops systems may be feasible by the year 2010. [PAWS]

To get some idea of the scale of a petaflops system, such a computer could dispatch in

three seconds a computation that a typical state-of-the-art desktop system today would

require a full year to perform. One Pbyte of memory is equivalent to the text content of

approximately one billion books, or in other words about the combined libraries of one

thousand universities. If one were to attempt to construct a petaflops system today,

even if one employed low-cost personal computer components (ignoring for a moment

the daunting difficulties of communication and software for such a system), it would cost

some 50 billion dollars and would consume some 1,000 megawatts of electric power.

The need for such enormous computing capability is often questioned, but such doubts

can be dismissed by a moment's reflection on the history of computing. It is well known

that Thomas J. Watson, a founder of IBM, once ventured that there was a worldwide

market of only about six computers. Even the legendary Seymour Cray, who recently



passedawayfollowing atragicautoaccident,designedhis Cray-1 systemon the premise
that therewereonly about 100potentialcustomers. In 1980,after the Cray-1 had al-
readyachievedsignificantsuccess,aninternalIBM studyconcludedthat therewasonly a
limited marketfor supercomputers,andasaresultIBM delayedits entry into the market.

In contrast,someprivate homesnow havemore than Watson's predictedsix systems.
Further, currently availablepersonalcomputershave computationalpower and main
memorycomparableto or exceedingthat of the Cray-1,andenthusiasticusersare eager
for more. Indeed,theincreasingpowerof personalcomputersnow posesa threat to the
scientific workstation market,which is movingto advancedsymmetricmultiprocessor
systemspartly in response.But howeverthis battleturnsout, it is indisputablethat sci-
entistsandengineerswill demandevermorepowerful desktopsystemsfor theirwork.

Therecertainly is demandfor morepowerful systemsat the highendof scientific com-
puting,asscientistscontinueto presstheouter limits of physical simulation. High-end
systemstraditionallyhavebeentheprovinceof academicandgovernmentresearchlabora-
tories. But in a significantrecentdevelopment,parallelsupercomputersare increasingly
beingusedby personsin otherarenas,includingfinancialanalysts in the Wall Street
communityandmarketinganalystsin theconsumerbankingandretailingindustry.

In short, the demandfor state-of-the-artcomputingpower appearsinsatiable.Thus we
mayaswell startplanningnow for petaflopssystems. Someof the compellingapplica-
tionsanticipatedfor petaflopscomputersincludethefollowing [Petaflops]:

1. Nuclearweaponsstewardship.
2. Cryptologyanddigital signalprocessing.
3. Satellitedataanalysis.
4. Climateandenvironmentalmodeling.
5. 3-Dproteinmoleculereconstructions.
6. Real-timemedicalimaging.
7. Severestormforecasting.
8. Designof advancedaircraft.
9. DNA sequencematching.
10.Molecularsimulationsfor nanotechnology.
11.Large-scaleeconomicmodeling.
12.Intelligentplanetaryspacecraft.

To elaborateonjust asingleitem,considertheapplicationof 3-Dproteinmoleculerecon-
structions,alsoknown asthe "protein foldingproblem". In designinga new drugagent,
scientistsneedto examinemanyproteinmolecules,eachwith a specifiednucleotidese-
quence.But at presentit is not possibleto determine,exceptby experiment,the actual
three-dimensionalstructureof the resultingproteinmolecule.And without this knowl-
edge,it is notpossibleto know whetherthemoleculewill havetheproperbindingsitesto



beaneffectiveagent.Petaflopscomputersmay bepowerful enoughto do the necessary
computationsto determinethis 3-Dstructurein areasonableamountof time. Needlessto
say,suchacapabilitycouldbeapowerfulnewtool for thepharmaceuticalfield.

Someof theseanticipatedpetaflopscomputerapplicationswill bescaled-upversionsof

present-day applications, with evolutionary enhancements. Others will consist of inte-

grated simulations of multiple physical effects. Many of these applications will likely

employ advanced visualization facilities, such as immersive or remote visualization envi-

ronments, that are still under development today. But if the history of computing is any

guide, a number of exotic new applications will be enabled by petaflops computing tech-

nology. These applications may have no clear antecedent in today's scientific computing,

and in fact may be only dimly envisioned at the present time.

In spite of such potential, it is not at all certain that the evolutionary advance of scientific

computing systems, as produced by private industry, will achieve usable petaflops sys-

tems by 2010. One of the reasons for this conclusion is the recent turmoi!in the scientific

computing marketplace, which has led computer vendors to cut long-term research in fa-

vor of near-term development, and to focus on the more lucrative low- and mid-level sys-

tems instead of high-end systems. This phenomenon has been described as the

"truncated pyramid" of the current computing marketplace. Thus it is likely that gov-

ernment agencies will need to provide a substantial part of the required research and de-

velopment funding to make these systems a reality.

Beyond purely economic considerations, there are a number of difficult technical prob-

lems that need to be solved in the next few years if we are to achieve the goal of petaflops

computers by the year 2010. Indeed, the anticipated difficulties of developing the un-

derlying hardware technology, determining an optimal system architecture, producing ef-

fective system software, devising efficient algorithms, and ultimately of programming

petaflops systems present challenges unprecedented in the history of computing.

A key issue for these systems is latency management. When citing the breathtaking in-

creases in memory device density during recent years, a consequence of Moore's law, we

often forget to note that the access time of these memory devices has not improved very

much during this time, nor is there any reason to expect dramatic improvements in the

foreseeable future. Thus the gap between processor speed and memory speed is expected

to worsen in the future. Significant advances in processor technology may accelerate the

feasibility of petaflops-level performance, but they will only further exacerbate the chal-

lenge of latency.

Latency can been dealt with by exploiting concurrency, such as in pipelined or multi-

threaded architectures. This fact, together with the need to achieve 1 Pflop/s aggregate

sustained performance, will mean that enormous system concurrency will be required.

For instance, even with optimistic projections of future processor power, it is likely that



petaflopssystemswill incorporateat least100,000processorsandpossibly onemillion.
Concurrencyof this scaleiswell beyondanythingattemptedheretoforein highperform-
ancecomputing.Indeed,thecoupledchallengesof managingconcurrencyandlatencywill
drivemuchof the researchthat needsto bedone. Somespecificresearchquestionsthat
needto beansweredduringthenextfewyearsarethefollowing:

Hardware
1. Canwe producea usablepetaflops system usingcommercial,off-the-shelf (COTS)

hardwarecomponents?
2. Will anexotichardwaretechnologyapproach,suchas superconductingRSFQ logic

[Polonsky]or optical interconnecttechnology[Jans],achievethe 1 Pflop/s milestone
sooneror cheaper?

3. Will a multiple-instruction,multiple-data(MIMD) distributedmemoryarchitecture
besatisfactory,or will somenovelsystemarchitectureberequired?

4. Whathardwarefacilitiesareneededto managelatencyandmultiple layersof memory
hierarchy?

5. How canmassstorageandI/O behandledonsuchasystem?

Software
1. Whatoperatingsystemdesigncanreliably manage100,000to 1,000,000processors?
2. Are radically new programminglanguagesneeded,or can existing languagesbe ex-

tended?
3. Whatspecificnewlanguageconstructswill berequired?
4. Whatis thebestway to supportI/O,debugging,graphicsandvirtual reality?
5. Whatsoftwarefacilitiesareneededto managelatencyandthememoryhierarchy?

Algorithms
1. Do thereexist latencytolerantvariantsof knownalgorithms?
2. How will the operationcount,memoryrequirement,data locality and other charac-

teristicsof variousalgorithmsscaleonthesefuturesystems?
3. Will variationsof classicalalgorithmssufficefor key applications,or must we find

completelynewalgorithms?

Applications
1. Cananticipatedpetaflopsapplicationsbestructuredto exhibit the required100,000+

concurrentthreads?
2. What is thebestway to implementvariousapplicationson proposedsystemdesigns?
3. Whatwill be thememoryandI/O requirementsof futureapplications?
4. What completelynew applicationswill beenabledby petaflopssystems?

Theseresearchquestionsraiseprovocativeissuesaboutthe future of all computing,not
just high-endscientificcomputing. For example,high levelsof parallelismare inevitable



for all classesof computing,evenhomesystems. Thus it is likely that answersto these
questionsmayhaveimpactfar beyondtherealmof large-scalescientificcomputing.

Thereis alreadyagrowingresearchcommunityworkingon these and related problems of

petaflops computing. For example, recently the National Science Foundation awarded a

number of research grants to explore system architectures for petaflops computers.

These projects presented on their proposed designs at the recent Frontiers '96 confer-

ence, held in Annapolis, Maryland at the end of October. More studies are planned. We

look forward to the findings of these investigations.

Onward to petaflops computing!
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